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Abstract

Observations from 1979 to 2014 show a positive trend in the summer sea ice melt rate with an acceleration particularly in June and August. This is associated with atmospheric circulation changes such as a tendency toward a dipole pattern in the mean sea level pressure (SLP) trend with an increase over the Arctic Ocean and a decrease over Siberia. Consistent with previous studies, we here show the statistical relationship between the summer sea ice melt rate and SLP and that more than one SLP pattern is associated with anomalously high melt rates. Most high melt rates occur during high pressure over the Arctic Ocean accompanied by low pressure over Siberia, but a strong Beaufort High and advection of warm air associated with a cyclone located over the Taymyr Peninsula can also trigger anomalous high ice melt.

We evaluate 10-member ensemble simulations with the coupled atmosphere-ice-ocean Arctic regional climate model HIRHAM-NAOSIM. The simulations have systematically low acceleration of sea ice melt rate in August, related to shortcomings in representing the strengthening pressure gradient from the Barents/Kara Sea toward Northern Greenland in recent decades. In general, the model shows the same classification of SLP patterns related to anomalous melt rates as the observations. However, the evolution of sea ice melt-related cloud-radiation feedback over the summer reveals contrary effects from low-level clouds in the reanalysis and in the simulations.

1. Introduction

One of the apparent features of the rapid Arctic climate change, the so-called Arctic amplification (Serreze & Barry, 2011; Wendisch et al., 2017), is the observed Arctic sea ice loss in summer and its implications for the climate and the ecosystem (Meier et al., 2014). Climate models still show limitations in simulating a realistic sea ice loss (e.g., Dorn et al., 2012; Stroeve et al., 2012), which indicates that many coupled climate system processes are not well understood or not adequately represented in the models. Generally, atmospheric circulation and related processes strongly control the summer sea ice extent and its variability from year to year. This includes the impact on sea ice drift by near-surface winds and the impact on sea ice melt by atmospheric conditions such as clouds and radiation (Döschler et al., 2014). Sea ice loss in summer is influenced by both cyclones and anticyclonic circulation anomalies. The impact of cyclones is important but complex (Wernli & Papritz, 2018). While in general fewer cyclones throughout the summer favor a stronger sea ice loss (Knudsen et al., 2015; Screen et al., 2011), the occurrence of intense cyclones can cause a strong ice loss, particularly in late summer (Simmonds & Rudeva, 2012; Zhang et al., 2013).

Many studies have shown that summer sea ice anomalies are statistically correlated with summer atmospheric circulation patterns (e.g., Knudsen et al., 2015; Lynch et al., 2016; Mills & Walsh, 2014; Serreze et al., 2016; Zhang et al., 2018). Ding et al. (2017) attributed 60% of the late summer sea ice retreat to the trend in the summer mean atmospheric circulation. Generally, years characterized by anomalously low (high) Arctic sea ice extent are typically associated with the presence of a strong (weak) Beaufort High and anticyclonic (cycloonic) circulation over the Arctic Ocean. However, such a view is oversimplified because of the large variability of the summer atmospheric circulation both from year to year and from month to month, resulting in combinations of circulation patterns that can induce similar sea ice extent.
We analyze sea ice melt rather than sea ice extent, because the former is a more direct measure of sea ice changes resulting from, and leading to, alteration in atmospheric patterns (Knudsen et al., 2015). Our analysis focuses on the Arctic north of approximately 60°N and over the extended summer, May–August, for the 1979–2014 period. We discuss the observed monthly summer sea ice melt rates and atmospheric circulation (represented by mean sea level pressure (SLP)) and their trends, as well as relations between both variables. In addition to a correlation and composite analysis considering anomalously low and high sea ice melt conditions, we apply the self-organizing map (SOM) technique. SOM makes use of an artificial neural network (Kohonen, 1998) to determine a set of representative weather patterns. Liu et al. (2006) showed that SOM analysis has an advantage compared to other pattern detection methods, since it is able to extract nonlinear and asymmetric features. This method has been shown to be a useful tool for studying atmospheric circulation changes in connection with sea ice cover changes (Higgins & Cassano, 2009; Lynch et al., 2016; Mills & Walsh, 2014).

For coupled climate models to be successful in sea ice simulations, it is important that they capture the linkages between atmospheric circulation and sea ice, and related feedback. Therefore, it is important to describe, and compare, how the sea ice anomalies in climate models are related with atmospheric circulation patterns. Accordingly, another aim of our study is to examine how well ensembles of state-of-the-art coupled Arctic regional climate model simulations capture the observed trends of sea ice melt rate and SLP, and the sea ice-atmospheric circulation relationship in summer.

2. Data and Analysis

2.1. Model Simulations and Observational Data

We analyze 10-member ensemble simulations from the coupled atmosphere-ice-ocean Arctic regional climate model HIRHAM-NAO/SIM (Dorn et al., 2009), which includes improved Arctic regional process descriptions that can reproduce observed atmosphere-sea ice relationships (Dorn et al., 2012; Rinke et al., 2013). The model simulations were laterally driven by the European Centre for Medium-Range Weather Forecasts Interim reanalysis (ERA-Interim; Dee et al., 2011) and cover the 36-year period from 1979 to 2014. All 10 ensemble members were started equally on 1 January 1979 and run through 31 December 2014. The runs only differ by their initial ice-ocean fields, which were taken from different years of a preceding run (Dorn et al., 2012). For details on the simulation setup, we refer to Graham et al. (2017) and Rinke et al. (2018).

The main observational data sets we used for comparison to the model are (i) SLP, downward longwave (LWD) and shortwave radiation at the surface (SWD), and total cloud cover from ERA-Interim and (ii) sea ice concentration (SIC) data from the National Snow and Sea Ice Data Center (Cavaliere et al., 1996). This SIC product provides a consistent SIC time series spanning the coverage of several passive microwave instruments and has been generated using the NASA Team algorithm (https://nsidc.org/data/NSIDC-0051/). The SIC data were bilinearly interpolated onto the model grid before sea ice extent (SIE) was calculated. ERA-Interim data were also remapped onto the model grid using bilinear interpolation to compare with the simulations.

2.2. Analysis Methods

We follow Knudsen et al. (2015) in the calculation of composites for low and high sea ice melt years, based on the sea ice melt rate anomaly. The monthly sea ice melt rate was defined as the difference between the SIE from the first and the last day of the month. From this, standardized sea ice melt rates were calculated for each summer month by subtracting the long-term averaged monthly melt rate from
the actual monthly melt rate and then dividing by the standard deviation of the monthly melt rate. The
threshold of ±1 of the standardized melt rates defined months of anomalously high melt rate (HMR) and
of anomalously low melt rate (LMR). For the observations, the HMR and LMR composites come from 25
and 17 months, while for the HIRHAM-NAOSIM ensemble simulation, the HMR and LMR composites
are based on 252 and 242 months, respectively (Figure S1 in the supporting information). Although the
composites from the observations and the model include different years and thus different regional sea
ice anomalies and synoptic circulations, our results are robust: using only common months to make the
composites does not change our findings. Using the full composite set of months provides better statistics.
Composites of atmospheric parameters (SLP, LWD, SWD, total cloud cover) were calculated for the
selected HMR and LMR cases. The difference “HMR minus LMR” serves as a measure for differences in
atmospheric conditions under anomalous sea ice melt. Their statistical significance has been calculated
with the Student’s t test.

We compliment the composite analysis with two other methods to further analyze the atmospheric circulation
associated with sea ice melt anomalies: (i) correlations between detrended time series of sea ice melt rate
and SLP in summer and (ii) SOM analysis of monthly SLP patterns. SOM is an artificial neural network
method, used to reduce the dimensionality of data based on the python package “somoclu” (Wittek et al.,
2017). The SLP fields of all 36 years of each of the 10 individual HIRHAM-NAOSIM simulations and the
ERA-Interim data were subjected to SOM analysis. Locations with surface elevations higher than 500 m
were removed from the SLP fields because pressure reduction to sea level can lead to unrealistic singularities
emerging in the SOM, which may then obscure realistic patterns (Higgins & Cassano, 2009). After inspecting
several SOM array dimensions (4 × 4, 5 × 4, 7 × 5), we selected a size of 5 × 4. This grid is large enough to
capture the major circulation patterns and small enough to assign important differences among the patterns,
a conclusion similar to that reached by Lynch et al. (2016). The HMR and LMR cases were grouped according
to the calculated SOM.

Linear trends of sea ice melt rate and SLP were calculated by linear least squares regression, with statistical
significance assessed by a bootstrapping method. We used the pattern correlation coefficient to quantify
similarity in the observed and simulated spatial patterns.

3. Results

First, we describe and compare the climatology, interannual variability, and trend of both the sea ice melt
rate (section 3.1) and the SLP field (section 3.2). Afterward, we analyze the atmospheric circulation associated
with anomalous sea ice melt rates (section 3.3).

3.1. Sea Ice Melt Rate

Observed sea ice melt rates show a distinct monthly cycle within the summer season (Figure 1). While the
lowest melt rate (0.5 Mill. km²) typically occurs at the beginning of the summer in May, the highest melt rate
occurs in midsummer in July with a mean rate of 1.9 Mill. km² (Table 1). The time series of the melt rates
exhibit considerable interannual variability, with the highest amplitude (maximum minus minimum melt
rate within the 36 years) of 1.5 Mill. km² in August and the lowest of 0.5 Mill. km² in May. Superimposed
on the year-to-year variability, significant positive melt rate trends over 1979–2014 are observed. They range
from 0.05 Mill. km²/decade (May) to 0.21 Mill. km²/decade (June; Table 1). Splitting into two 18-year periods
1979–1996 and 1997–2014 shows accelerating melt rates in all summer months (Table 1). The trend calculations
for the seven 30-year moving windows (1979–2008, 1980–2009, etc.) confirm the robustness of the positive
trend throughout the period (Figure 2), although most May trends are statistically not significant.

Further, this analysis points to a continuous acceleration in June and an increase at the fifth period

The modeled sea ice melt rate is in general qualitative agreement with the observations with respect to the
interannual variability and trend in May–July (Figure 1). But, the simulations also show limitations
(Table 1). The model systematically overestimates the melt rates in May–July; the simulated mean rates
are by 0.65–0.69 Mill. km² higher than in the observations. This seems partly related with the thinner sea
ice in the model which can melt faster. The comparison of the simulations with ice thickness data from
SHEBA (Surface Heat Budget of the Arctic Ocean; Uttal et al., 2002), ICESat (Ice, Cloud, and Land
Elevation Satellite; Kwok et al., 2009), and the climatology of Bourke and Garrett (1987) showed that the modeled sea ice is partly more than 1 m thinner in the central Arctic compared to observations (Dorn et al., 2009, 2012). On the other hand, the atmospheric conditions contribute to anomalous melting rates (sections 3.2 and 3.3).

The simulated positive melt rate trends in May–July agree with the observations, although the simulated trend is larger than the observed (in May by 60%, in June by 5%, in July by 17%; Table 1). Clearly, the August simulation is an outlier. The amplitude of interannual variability is significantly underestimated and the simulated trend cannot reproduce the observed positive trend. In August, the model reflects the melt rate evolution in the first decades until the end of the 1990s rather well, but cannot simulate the strong increase afterward (Figure 1). This might indicate that the model already melted the thin sea ice in the marginal ice zone such that the reduction of SIE slows down. If one inspects the “compactness” of the sea ice cover (sea ice area divided by sea ice extent), the result shows a decreasing trend, which the model reproduces for all summer months (Figure S2 in the supporting information). This highlights the increasing amount of open water within the ice pack. The observed values are consistently higher than in the model, with largest differences in August. This demonstrates that the unconsolidated sea ice cover (low-concentration sea ice) is overestimated in the model, particularly in August. The melting in the marginal ice zone and the wind-driven closing of open water fractions seem to be too weak in the model.

3.2. Atmospheric Circulation

The summer atmospheric circulation undergoes distinct changes from May to August (Figure 3). At the beginning of the summer (May–June), the dipole SLP pattern is well established, with low pressure over
Siberia and high pressure over the western Arctic Ocean, particularly over the Beaufort Sea. This SLP pattern involves anticyclonic wind anomalies over the Arctic Ocean, favoring a flow from the Arctic Ocean toward the Fram Strait and enhanced sea ice export into the North Atlantic Ocean (e.g., Matsumura et al., 2014; Ogi et al., 2010; Wernli & Papritz, 2018). With the advance of summer, the pressure gradients become much weaker. In July–August, low pressure occurs over the Arctic Ocean, associated with the maximum in cyclone activity there, and the anticyclonic circulation retreats south into the Beaufort Sea (Figure 3). Accordingly, the Fram Strait outflow becomes weaker (e.g., Serreze & Barry, 2012).

HIRHAM-NAOSIM reproduces these observed patterns of SLP mean and its interannual variability in the summer months (Figure 3). The pattern correlation coefficients between the fields from ERA-Interim and the model simulations are larger than 0.87. Obviously, in August, the model underestimates the SLP interannual variability in the northern Barents/Kara Sea, which is associated with underestimated cyclone frequency and depth (Akperov et al., 2018).

Previous studies showed that mean summer trends are toward increasing SLP over the western Arctic and a strengthening of the Beaufort High, which is related to the warming of the troposphere in the western Arctic and the concomitant reduction in baroclinicity (e.g., Ding et al., 2017; Moore, 2012). Wernli and Papritz (2018) found that the trend toward a more anticyclonic summertime circulation in the Arctic manifests in an increased frequency of anticyclones after 2007.

Here we highlight the distinct differences in the observed SLP trend (based on ERA-Interim) from month to month (Figure 4, contours for ERA-Interim). In May, a decreasing SLP over the Arctic Ocean is obvious. In June–August, SLPs show increases over northeastern Canada and over Greenland and the Arctic Ocean. This is indicative of the extension/shift of the Beaufort High and of surface winds becoming more anticyclonic over the Arctic Ocean. Figure 4 shows that the positive SLP trend over the Arctic Ocean is strongest in June and August, but only statistically significant in the latter. These positive trends are accompanied by significant negative SLP trends over the eastern Arctic, especially over Siberia. This dipole pattern of the SLP trends implies enhanced surface winds directed from the Chukchi and East Siberian Seas toward the Fram Strait, which enhances the Transpolar ice drift and contributes to reduced Arctic sea ice (e.g., Inoue & Kikuchi, 2007; Ogi & Wallace, 2007).

We recognize the qualitative and partly even quantitative agreement of the monthly SLP trend patterns in the HIRHAM-NAOSIM simulations with ERA-Interim (Figure 4, color shading for simulations versus contours for ERA-Interim). The pattern correlation coefficients are high and range from 0.85 (August) to 0.95 (June). Still, the model clearly underestimates the trend magnitudes (both the positive and negative) in August. This implies that the model underestimates the strengthening SLP gradient across the Transpolar Sea Ice Drift Stream and from the Barents/Kara Sea toward Northern Greenland, which determines the trend in the surface wind, important for the sea ice export. This model deficit in simulating the significantly strengthened SLP dipole in accordance with the observations is a key contributor to the underestimated acceleration of the sea ice melt rate in the August simulations in recent decades (Figure 1 and section 3.1).

### 3.3. Relation Between Sea Ice Melt Rate and Atmospheric Conditions

#### 3.3.1. Correlation

As a first benchmark to quantify the relation between sea ice melt rate and atmospheric circulation, we present the correlation between the detrended time series of sea ice melt rate and SLP in summer (May–August) in observations and simulations (Figure 5). A common feature is that summers with high (low) sea ice melt...
rate are associated with high (low) pressure over the Arctic Ocean and low (high) pressure over Siberia, in accordance with Knudsen et al. (2015). This is equivalent to the previous finding that summers with anomalously low (high) SIE are associated with high (low) SLP anomalies centered over the Arctic Ocean (e.g., Dorn et al., 2012; Ogi & Wallace, 2007; Screen et al., 2011; Serreze et al., 2016). The model reproduces the described observed relationship; the pattern correlation coefficient between the ERA-Interim and HIRHAM-NAOSIM patterns is 0.87.

However, although the correlation is mostly significant, the moderate correlation (coefficients of 0.3–0.5) between sea ice melt rate and SLP indicates that the causal relationship is not straightforward and obviously other SLP patterns and processes play a role as well. For example, inspection of individual September months of highest or lowest SIE shows a wide range of summer atmospheric circulation patterns (Serreze et al., 2016), and the circulation of specific summer months does not reflect the summer average circulation pattern. The correlation patterns between melt rate and SLP differ for the four individual summer months in several aspects, but all agree on the positive correlation over the Arctic Ocean. Furthermore, the strength of the correlation is comparable with that of the summer average (Figure S3 in the supporting information).

3.3.2. SOM Analysis
Both the previous section and analyses by Serreze et al. (2016) illustrate that anomalously high or low sea ice melt rates are associated with more than a single atmospheric circulation pattern. Accordingly, we present here the full variety of summer (May–August) synoptic patterns derived from SOM analysis of ERA-Interim and HIRHAM-NAOSIM
ensemble simulation data between 1979 and 2014. The so-called "master SOM" provides a complete range of SLP patterns that occur in summer (Figure 6). The two most frequently occurring SLP patterns are labeled (1,0) which represents low pressure over the whole Arctic with a minimum over the central Arctic Ocean and Siberia, and (3,4) which has high pressure over the western part of the Arctic Ocean accompanied with low pressure over Siberia. These are consistent with the "Weak Features" and "Beaufort Highs/Eurasian Lows" most frequent summer patterns identified by Mills and Walsh (2014).

We can classify each of the 20 individual SOM SLP patterns to high and low melt rate (HMR and LMR) conditions in the individual summer months for both ERA-Interim and for each individual ensemble member. The results are summarized in Figure 7, which indicates the relative frequency of occurrence for each SLP pattern in summer under HMR and LMR conditions in the reanalysis and the model ensemble. The absolute numbers of occurrence are also given in Figure S4 in the supporting information. The anomalies are distributed significantly different from expectations based on chance, and Figure 7 clearly indicates that specific SLP patterns are more frequently related with HMR (or LMR) events than other synoptic patterns.

Most HMR conditions can be associated with the occurrence of high pressure over the Arctic Ocean (patterns on the lower right side of the SOM matrix; patterns (2,3), (2,4), (3,4)). This indicates that a strong anticyclone over the central Arctic Ocean favors ice melt. In addition, the strong SLP gradient with the accompanied Siberian low ("dipole pattern") favors ice drift in the Transpolar Drift Stream. This is
consistent with our correlation result and other studies (e.g., Mills & Walsh, 2014; Screen et al., 2011), and exemplified by summer 2007 (e.g., Serreze et al., 2016; Wang et al., 2009). In addition, we find that a strong Beaufort High and a cyclone located over northern central Siberia/Taymyr peninsula (patterns (1,2), (3,0), (3,1)) can be associated with HMR conditions. Such patterns are associated with anomalous southerly winds leading to positive temperature anomalies over the Arctic Ocean particularly along the Siberian coast, which favor melting, as was the case for summer 1990 (Serreze et al., 2016).

The patterns in the right part of the SOM matrix occur rarely with LMR conditions. Instead, patterns with cyclonic circulation in the central Arctic are mostly associated with LMR conditions, such as the patterns (0,0), (0,1), and (2,0). Commonly, such negative pressure anomalies over the Arctic Ocean in summer are related with relatively cold conditions, which hamper ice melt, as seen in for example, summer 1996 (Serreze & Stroeve, 2015).

Generally, the model runs agree with the ERA-Interim classification of synoptic patterns to anomalously high and low sea ice melt conditions. This again indicates that the atmospheric circulation-driven mechanisms for anomalous sea ice melt are captured by the model.

However, there are differences in the precise numbers of each pattern between observations and simulations. This might be related with (i) comparing a coupled model which includes the “full” atmosphere-ice interactions with a set of observations/analysis which might not be fully consistent (SLP is based on ERA-Interim reanalysis, sea ice is based on satellite data); (ii) that the model represents nonlinearities between sea ice and baroclinic-planetary interactions, including internally

![Figure 5. Correlation between sea ice melt rate and mean sea level pressure (SLP), May–August, 1979–2014, based on observation/reanalysis (NSIDC sea ice/ERA-Interim SLP) isolines and HIRHAM-NAOSIM simulation (ensemble mean; color shading). Correlations significant at the 95% level are indicated by black dots (observation/reanalysis) and black hatching (simulation).](image)

![Figure 6. The 5 × 4 master SOM of mean sea level pressure (SLP; hPa) based on summer (May–August) ERA-Interim and HIRHAM-NAOSIM ensemble simulation data from 1979 to 2014. Numbers on the top left of each pattern denote the different patterns and the percentages in the top right of each pattern correspond to the relative frequency of occurrence during the analyzed time period.](image)
generated variability; and (iii) that the master SOM is based on both the reanalysis and ensemble simulations, which gives the simulations more weight. But, we have additionally inspected the SOMs derived separately from the reanalysis and simulations and found them comparable.

### 3.3.3. Composite Analysis

As another benchmark of circulation-melt rate relationship, we present atmospheric anomalies HMR minus LMR. In the associated Figures 8 and 9, the ERA-Interim results (presented as contours) are shown together with the simulations (color shading).

First, we present the anomalies averaged over the summer (May–August) in Figure 8. The results for SLP support the above-discussed relation that summers with high sea ice melt rate are statistically associated with high pressure over the Arctic Ocean. We calculate statistically significant positive SLP anomalies of up to 5 hPa over the Arctic Ocean under HMR conditions relative to LMR conditions. Overall, the HMR minus LMR SLP pattern resembles the dipole pattern seen in the SLP trend (Figure 4).

ERA-Interim calculates cloud and radiation anomalies associated with the high pressure over the Arctic Ocean under HMR conditions (Figure 8, contours). We detect only small and statistically not significant anomalies in the surface radiation components over the Arctic Ocean in the mean summer response due to cancellation effects of opposite signals in early and late summer. At the beginning of the summer (May), Figure 9 (contours) indicates positive SWD anomalies (up to 15 W/m²) associated with positive SLP anomalies (up to 7 hPa) and reduced low-level cloud cover and total clouds (not shown) over the Arctic Ocean under HMR conditions. Over the Kara/Barents Sea region with reduced SIE under HMR conditions (Figure S5 in the supporting information), negative SWD anomalies (up to −10 W/m²) appear due to more open water and increasing cloud cover. With advancing summer and SIE reduction occurring also in the Beaufort, Chukchi, and East Siberian Seas (Figure S5 in the supporting information), negative SWD anomalies (up to −25 W/m²) and positive LWD anomalies (up to 15 W/m²) develop over the Arctic Ocean under HMR conditions in late summer (August) due to increasing low-level cloud cover (Figure 9, contours). In summary, positive SWD (LWD) anomalies in early (late) summer can trigger high sea ice melt rates due to cloud-radiation feedback in accordance with Knudsen et al. (2015).

The modeled HMR minus LMR SLP anomaly agrees with ERA-Interim, but the surface radiation anomalies differ considerably (Figures 8 and 9, color shading). While the simulated positive radiation anomaly over the Arctic Ocean in May is in general accordance with ERA-Interim, the model simulates a statistically significant positive SWD anomaly (up to 20 W/m²) and a small insignificant reduction in LWD over the Arctic Ocean under HMR conditions in August due to reduced low-level clouds (Figure 9, color shading), which is in contradiction to ERA-Interim. Hence, the modeled summer averaged radiation anomalies (positive SWD anomaly of up to 20 W/m², slight negative LWD anomaly of up to −3 W/m²) are entirely contrary to ERA-Interim (Figure 8). The atmospheric anomalies HMR minus LMR based on the ensemble mean (Figure S6 in the supporting information) confirm the reported simulation response.

We do not conclude that the ERA-Interim results for the cloud-radiation feedback reflect the truth, but we demonstrate that cloud feedback in response to sea ice anomalies can be expected. It is known that reanalyses are not in close agreement with satellite and surface observations of cloudiness in the Arctic. In summer, satellite products agree on mean cloudiness of 70–80%, but ERA-Interim shows approximately 10% higher cloudiness. Importantly, such differences can occur due to different spatiotemporal sampling and cloud definition (Zygmuntowska et al., 2012). Further, ERA-Interim shows the highest values of total cloud cover over the central part of the Arctic Ocean, but not over the Norwegian and Barents Seas as observations do (Chernokulsky & Mokhov, 2012; Klaus et al., 2016). Our model results are in agreement with previous
studies (Knudsen et al., 2015; Porter et al., 2012; Sato et al., 2012; Schweiger et al., 2008) that reported decreasing low-level cloud cover in response to low-ice conditions and a related decreased static stability and rise in cloud level. Other studies (Eastman & Warren, 2010; Kay & Gettelman, 2009) discussed increased low-level clouds during low-ice years in September, promoted by turbulent heat and moisture transport. Interestingly, Taylor et al. (2015) demonstrated that the cloud properties vary more between different atmospheric regimes (defined by lower static stability) than with the sea ice concentration. And, their regional analysis indicated that the Laptev, Chukchi, and Beaufort Seas show the largest covariance between cloud properties and sea ice in summer and autumn. We still have to conclude that the low-level cloud cover response and the associated cloud-radiation feedback in summer related with anomalous sea ice conditions remains uncertain due to their complexity and limited data. Our finding that this is sensitive to the applied model (or reanalysis) supports the earlier report of Screen et al. (2013). The modeling of Arctic cloud-radiation processes is inherently difficult due to complex interactions between cloud macrophysics and microphysics under the influence of synoptic-scale advection. Among others, the partitioning between cloud liquid water and cloud ice is a critical factor for the cloud radiative effect, but still poorly understood (e.g., Kalesse et al., 2016). Due to the uncertainty in representing Arctic cloud characteristics, such as cloud cover, opacity, phase, and vertical distribution, simulated Arctic clouds and radiation have large biases (e.g., Boeke & Taylor, 2016; English et al., 2015; Lacour et al., 2018; Lenaerts et al., 2017).
4. Summary and Conclusions

Observations show a significant positive trend in the summer sea ice melt rate ranging from 0.05 Mill. km$^2$/decade (May) to 0.21 Mill. km$^2$/decade (June) for 1979–2014. We recognized a melt rate acceleration in all summer months. This is consistent with atmospheric circulation changes favoring the Arctic Dipole pattern (Overland et al., 2012). This circulation shift is represented by the SLP trend with an increase over the western Arctic and a decrease in Siberia, in accordance with previous studies, which investigated the average summer. In addition, we found that this large-scale dipole SLP trend pattern is strongest in June and August, with little evidence for similar trends in July.

We identified a shortcoming in coupled atmosphere-ocean-sea ice simulations with HIRHAM-NAOSIM in terms of the strengthening SLP dipole in August; that is, the model underestimates the strengthening pressure gradient from the Barents/Kara Sea toward Northern Greenland in recent decades. This is one critical factor for the inadequate simulation of the accelerated sea ice melt rate in August.

Consistent with previous studies, which inspected sea ice extent time series, we showed a statistical relationship between the summer sea ice melt rate and SLP. In addition, we concluded that more than one SLP pattern can be associated with anomalously high melt rate. We showed that specific SLP patterns are clearly more frequently related with a high melt rate than other synoptic patterns. Most HMR cases occur with high pressure over the Arctic Ocean accompanied by low pressure over Siberia (“dipole pattern”), but a strong Beaufort High and an inflow of warm air associated with a cyclone located over the Taymyr peninsula can also trigger anomalous high ice melt. LMR conditions occur in the majority of cases with cyclonic circulation in the central Arctic. Generally, the model arrived at the same classification of SLP patterns related to anomalous melt rates as ERA-Interim.

We further pointed to potential sea ice melt-related cloud-radiation feedback evolving over the summer, but this remains an open issue as ERA-Interim and HIRHAM-NAOSIM showed contrary effects in the low-level clouds. These complex feedback need further study.
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Erratum

In the originally published version of this article an incorrect file was included as supporting information. The supporting information has since been corrected, and this version may be considered the authoritative version of record.